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How do we communicate with computers?

 If | say “What are the colors of a
rainbow,” how does Siri know what |
mean?

 How does Siri understand questions?

“"Do you eat”
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| don’t eat. But | do like
digesting information.

https://www.freemake.com/blog/siri-answers-20-hilarious-questions/
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Can anyone guess the word?

“May the be with you.”




Can anyone guess the word?

“There’s no like home.”




Can anyone guess the word?

“Don’t count the , make the days count.”
- Muhammad Ali




Can anyone guess the word?

"Hasta la , baby.”




What are word
representations?

Computer Science . GRAINGER ENGINEERING



Why do we need word
representations?
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How do we make word
representations?
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ASCII Table

I

 Represent each letter

Oct Char Hex Oct Char | Dec Hex Oct Char | Dec Hex Oct Char
0 0 0 32 20 40 [space] | 64 40 100 @ 96 60 140
aS a number 1 1 1 33 21 41 ! 65 41 101 A Q7 61 141 a
2 2 2 34 22 42 - 66 42 102 B8 98 62 142 b
3 3 3 35 23 43 P 67 43 103 C 99 63 143 ¢
4 4 4 36 24 a4 $ 68 44 104 D 100 64 144 d
1 HOW Computers 5 5 3 37 25 45 % 69 45 105 E 101 65 145 e
6 6 6 38 26 a6 & 70 46 106 F 102 66 146
.. 7 7 7 39 27 47 ' 71 47 107 G 103 67 147 g
tradmona”y represent 8 8 10 4 28 50 72 48 110 H 104 68 150 h
9 9 11 41 29 51 ) 73 49 111 | 105 69 151
10 A 2 42 2A 52 . 74 4A 112 ) 106 6A 152§
d 11 3 13 43 28 53 + 75 48 113 K 107 6B 153 k
WO r S 12 C 14 44 2C 54 76 4C 114 L 108 6C 154 |
13 D 15 a5 20 55 77 aD 115 M 109 6D 155 m
. . 14 £ 16 a6 2E 56 _ 78 4E 116 N 110 6E 156 n
L Why mlght thlS nOt be 15 F 17 a7 ¥ 51 79 4 117 O 111 6 157 o
16 10 20 48 30 60 0 80 50 120 P 112 70 160 p
17 11 21 49 31 61 1 81 51 121 Q 113 71 161 q
userI’? 18 12 22 50 32 62 2 82 52 122 R 114 712 162 r
. 19 13 23 51 33 63 3 83 53 123 S 115 73 163 s
20 14 24 52 34 64 4 84 54 124 T 116 74 164 ¢t
21 15 25 53 35 65 5 85 55 125 U 117 75 165 u
22 16 26 54 36 66 6 86 56 126 V 118 76 166 v
23 17 27 55 37 67 7 87 57 127 W 119 77 167 w
24 18 30 56 38 70 8 88 58 130 X 120 78 170  x
25 19 31 57 39 71 9 89 59 131 Y 121 79 171y
26 1A 32 58 3A 72 : 90 5A 132 2 122 7A 172 2
27 18 33 59 38 73 : 91 5B 133 | 123 7B 173 {
28 1C 34 60 3C 74 < 92 5C 134\ 124 7C 174 |
29 1D 35 61 3D 75 = 93 5D 135 ) 125 7D 175 )
30 1€ 36 62 3E 76 > 94 SE 136 - 126 7€ 176 -
31 1F 37 63 3F 77 ? 95 5F 137 127 7F 177
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What's a vector? 1

« Avector is essentially a fixed-length list
of numbers
 For example,
A=[3,1]
B=1[1,-1]
A+B=[4,0]

https://mathinsight.org/vector_introduction




One-Hot Encodings E

* Represent a word with a vector of ones and zeros
 Have a vocabulary (a set of words) called V
* V has a size of S words
« Each vector will have one element for each word
* Elements are all O except for the word’s element which is one

Z avis) bird
Example:
V ={cat, dog, bird}, S =3
cat = [1,0,0] o] S Y axis
dog =[0,1,0] dog
bird = [0,0,1]

cat

X axis




Problems with One-Hot Encodings E

* Is there any meaning?
* Why is bird the same distance from cat as it is from dog?
* Shouldn’t cats and dogs be more related, or closer together, than birds?

i | Z axis) bird

xample:

V = {cat, dog, bird}

cat = [1 ,0,0] o] == Y axis
dog = [0,1,0]

bird = [0,0,1] 409

cat

X axis




Semantic Information E

_ o Defining Features
« semantic definition:

relating to meaning in

language or logic.
 We want computers to

understand words, not

just represent them. Weaker Connection Stronger Connection
 How can we do this?

Long legs Has feathers I

and neck

o~

Large Walks/Runs Small Hops

Characteristic Features
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Neural Networks E

. A simple neural network
* Neural networks take numbers as input P

and predict some output.

» There are ‘weights’ that are multiplied on
each of the black lines.

* We can think of neural networks as a
“function.”

* Qur goal is to “teach” the neural network
to give us outputs that we want.

input hidden output
layer layer layer




word2vec algorithm - (Mikolov et al. 2013)

« Can we use written language to help improve representations?
« The word2vec (word to vector) algorithm uses written text to learn.

* Based on the distributional hypothesis:

“you shall know a word by the company it keeps” - Firth (1957)




word2vec algorithm - (Mikolov et al. 2013)

INPUT PROJECTION OUTPUT INPUT PROJECTION OUTPUT

w(t-2) w(t-2)
w(t-1) w(t-1)
\SUM / |
—_—> w(t) w(t) —
w(t+1) / \\ w(t+1)
w(t+2) w(t+2)
CBOW Skip-gram
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word2vec continued E

a) 2 b) ko

wi(t-
stood
laid

/ b ran
Wit > \ The cat| sat |on the mat

we+1) ate
drank

s slept

\ 4

https://towardsdatascience.com/skip-gram-nlp-context-words-prediction-algorithm-5bbf34f84e0c
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word2vec algorithm - (Mikolov et al. 2013)

indo .
WSizew Text Skip-grams
wide, the
[ The wide road shimmered ] in the hot sun. wide, road

wide, shimmered

The [ wide road shimmered in the ] hot sun.

shimmered, wide
shimmered, road
shimmered, in
shimmered, the

The wide road shimmered in [ the hot sun ].

sun, the
sun, hot

[ The wide road shimmered in ] the hot sun.

wide, the

wide, road

wide, shimmered
wide, in

3 [ The wide road shimmered in the hot ] sun.

shimmered, the
shimmered, wide
shimmered, road
shimmered, in
shimmered, the
shimmered, hot

The wide road shimmered [ in the hot sun ].

sun, in
sun, the
sun, hot

https://www.tensorflow.org/tutorials/text/word2vec
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How to measure similarity between these word vectors?

Euclidean Distance
(the distance formula)
Range: [0, «):

A=1[3,1]
B = [1,-1]

Distance Formula

D=J(xz- x1)2 + (y2 - y1)2
=J(7-1)2+ (6 - 3)2
=\ 62 + 32

=y36+9

Dist(A,B) =
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What's another way to measure similarity?

Only measures the similarity of direction!

Cosine \<>/
Similarity 4

Range ['1, 1] Similar Vectors Orthogonal Vectors Opposite Vectors
Cosine of angle close Cosine of angle Cosine of angle at or near
to 100 degrees at or near 90 degrees 180 degrees
[3 1 ] https://deepai.org/machine-learning-glossary-and-terms/cosine-similarity
B =[1,-1] S 4B,
1471 . . .
. A-B i=1 Ix1+1x-—1 2
similarity = cos(f) = N , — . = ——— = 0.447
|A[[|B] i 232 VE+ 2T+ (-1 VI0v?2
=1
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Cosine similarity example

France ball

Ital
9 y

crocodile
France and ltaly are quite similar ball and crocodile are not similar
@ is close to 0° @ is close to 90°
cos(0) =1 cos(6) =0

France - Paris

Rome - Italy

the two vectors are similar but opposite
the first one encodes (city - country)
while the second one encodes (country - city)

@ is close to 180°
cos(0) = -1

https://datascience-enthusiast.com/DL/Operations_on_word_vectors.html
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More word2vec E

king female queen

royal royal

man female woman

P - - -
king — man + woman =~ queen

https://kawine.github.io/blog/nlp/2019/06/21/word-analogies.html
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What can we do with these embeddings? E

Question Answering

——

S O —— — — —_

e

SR

$2. 000 I f‘ $5 000

b
S

%@ 77 . WATSON

https://www.nytimes.com/2011/02/17/science/17jeopardy-watson.html
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What can we do with these embeddings?

Sentiment Analysis Sentiment Analysis
- e.g Is a tweet happy
or sad?

© © @

My experience The productis _
seifariEs s ok | guess Your supportteam is
fantastic! useless
POSITIVE NEGATIVE

e MonkeyLearn

https://monkeylearn.com/sentiment-analysis/
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What can we do with these embeddings?

Translation =panish

;. Pueden las
computadoras
traducir el
idioma? Si.

o ¢

Computer Science

English

Can computers
translate the
language? Yes.

O o

Open in Google Translate -

Feedback



What can we do with these embeddings?

Image Captioning

Computer Science

A young boy is playing
basketball.

Two dogs play in the
grass.

A dog swims in the
water.

A little girl in a pink shirt
is swinging.

A group of people
walking down a street.
f ~“‘. \_‘ W 2

A group of women
dressed in formal attire.

Two children play in the
water.

https://github.com/danieljl/keras-image-captioning




Where are we now? BERT (Devlin et al. 2018)

Mask LM Mask LM \ NLI Mm Start/End Spam
1 * > oo

T s 3 4 ] T s 7% C Ty T, : 8 Sl : W
o o|le ¢ o = » .'
s sls s e 0000 1 .-.
BERT sle o o000 S O O O BERT
:\ o | = = Soafl & |- & [ Gen][& ] [
o ﬁ'—ﬁ'—'ﬁ'— — o -
B = [w, [,,, . @ - (e

Masked Sentence A Masked Sentence B Question Paragraph
* *
Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning

Bidirectional Encoder Representations from Transformers (BERT)
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BERT uses attention
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https://observablehg.com/@clpuc/analyzing-the-design-space-for-visualizing-neural-attenti
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What's next? 1

* Improving Siri’'s ability to learn what you mean
« Can Siri learn things specifically to communicate with you and the
way you talk?
« Can we integrate pictures better with language?
« Can we understand entire books?
 How can we learn irony and sarcasm?
 How can we learn slang words quickly without examples?
* Right now we need billions of examples!




Does anyone have any questions?




